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Machine learning (ML) methods have demonstrated their role in Ma-
terials Sciences (MS) researches [1]. These ML methods, from unsu-
pervised to supervised algorithms, have been applied to solve several
tasks in MS, such as property prediction, design of new compounds,
surrogate models in molecular dynamics simulations, among others [2].
However, besides the actual advances in the field, the use of ML models
in MS is still in its infancy.

Aiming to contribute further with the field, we are investigating clus-
tering algorithms [3] for selecting representative samples from a given
dataset of molecules, and then providing visual insights to facilitate
the analysis of the MS specialist.

Our preliminary results have shown that it’s viable to cluster a data-
set while having constraints specified by the specialist. This has been
achieved through feature weighting [4] by optimization methods and
may be very powerful, since it allows biased clusters with specific cha-
racteristics to be built. We are now looking forward to run more tests
and eventually realease the application as a toolbox for MS.
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